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Existing Sigmoid & Binary cross entropy 
CAN’T capture the uncertainty of the 

latent function 𝒇 𝒙

Quantile based Robust Inferencing
Quantiles can!

• 𝝆(𝒇𝝉 𝒙 > 𝒇 𝒙 = 𝝉

• 𝑷 𝒚 = 𝟏 𝒇𝝉 𝒙 ≡ ,𝟏 − 𝝉𝒆
𝝉#𝟏 𝒇 𝒙 , 𝟎 < 𝒇𝝉(𝒙)

𝟏 − 𝝉 𝒆𝝉𝒇 𝒙 , 𝟎 ≥ 𝒇𝝉(𝒙)
• This can be defined as the negative log-

likelihood function, which allows to capture 
quantiles of the latent.

Helps in uncertainty 
quantification

Quantile Probability
• Assuming that the data is generated using 

𝒚 = 𝑰 𝒇 𝒙 + 𝝐  where 𝒇 𝒙 	is a pre-trained classifier
we predict 𝑷 𝒚 = 𝟏 = ∫𝝉&𝟎

𝟏 𝑰 ℚ 𝒙, 𝝉 ≥ 𝟎. 𝟓 𝒅𝝉 

• As a result, we can
• make Deep Neural Networks reliable.
• decouple loss function from Quantile 

representation.
• obtain quantile probabilities from any 𝒇 𝒙
• preserve calibration errors across distortions

Improves 
Robustness

Achieves generalization

Makes a Classifier Distortion invariant 
Quantile Activation can be agnostic to distortion, as a result, 
• needs minimal retraining for a shifted dataset
• Out -of- distribution detection    

Lipschitz constant for quantile regression using neural 
networks

𝑲𝒛	∗𝒎𝒂𝒙(𝝉,𝟏+𝝉)
𝒎

  ; 𝑲𝒛 = 𝒎𝒂𝒙𝒋	||𝒂𝒋 𝑳+𝟏 || 𝝉 =
𝒒𝒖𝒂𝒏𝒕𝒊𝒍𝒆	(Gene Expression Inference)

• Can capture whether or not there are samples of opposite 
classes (𝒇𝝉 𝒙 > 𝟎 or ≤ 𝟎)

• Can find how far away from the median the class label 
changes

• Confidence score (𝛿) is correlated with miss classification 
rate (𝛿, 0.5 − 𝛿); further augmented with Lipschitz 
acceleration
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Application Scenario 1-Object detection

Our (quantile-wrapped) model corrects 
base classifier(pre-trained models) for 
object detection (Safety hazards, T & L, 

Traffic Safety)



Benefits
• Distribution invariant
• Thresholds are adaptive,  

they change depending on 
quantiles

• Can detect even a 
singleton anomaly; beats 
many SOTA algorithms

Application Scenario 2-Anomaly Detection

Anomaly Detection in Time-series data 
using Quantile LSTM

• A time-series dataset 𝐷 comprises a set of time 
periods 𝑇0 , each partitioned into a set of windows 𝑤

• For a 𝑇0 , 𝑋0,1 ≡	 {ℚ1 𝑇0
2 , 𝑗 = 1,⋯ ,𝑤} as 

predictors and 𝑌0,1 ≡	ℚ1 𝑇034 , as the response at 
a future timestep

1. Estimate quantile 𝑄2(𝑥34546) with 𝜏 ∈ (0,1)
2. Define a statistic to measure the outlier-ness 

of the data, given the observation 𝑥34546
• Compute two quantiles 𝑞789  and 𝑞:;<:from the 

current windows to forecast them in the next 
time period

• Anomalies are those lying outside this range

IEEE TAI 2024
Going Forward (with Quantiles)
• Multivariate Anomaly Detection (Geometric 

Quantiles)—addresses current limitation
• ZERO calibration error across distortions!
• On-device, lightweight anomaly and object 

detection



•HORIZON-CL4-2024-HUMAN-03-02: Explainable 
and Robust AI (24 May 2024)

Co-Funded by the Government of India
(DST)

Quantiles are Versatile: Robust and Interpretable Machine Learned System using 
Quantile based Uncertainty Quantification

• Consortium: Snehanshu Saha w/ Santonu Sarkar, Aditya Challa, Sravan Danda, Sougato Sen, 
Surjyo Ghosh; Anuradha and Prashanth Palakurthi Centre for Artificial Intelligence Research 
(APPCAIR) and Dept. of CSIS, Birla Institute of Technology and Science Pilani, K K Birla Goa 
Campus, India (Private University, Institute of Eminence)

• Type of cooperation sought: Scientific and Scholarly (Academic within EU)
• Collaboration Profile: Statisticians and Computer Scientists with interest and 

demonstrated evidence of expertise in Uncertainty Quantification and On Device  learning 
in Deep Neural Networks

• Experience: Demonstrated evidence of solving problems in UQ and on Device Learning 
(Since 2018)

• Keywords: Quantile Activation, Departure from single point estimation, Context distribution, Adversarial 
Effects of Data Corruption, Duality, Object and OOD detection, Anomaly detection 

 


